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Abstract—Time series data is an ordered set of data 

points, which are values of a variable at different points 

in time, spaced at equal intervals. In other words, time 

series represents values of a specific variable measured 

at a constant time frequency. An example is of 

temperature of a city measured at 11 AM every day for 

30 consecutive days. Analysis of time series data to 

forecast and predict the future finds use across multiple 

industries. A very important application of time series 

analysis is to predict prices of stocks in the future. Stock 

markets are complicated financial structures where 

stocks of public companies are traded. Prices of stocks 

witness great deal of fluctuations and changes over time. 

Professional stock traders and investors analyze time 

series data to forecast prices of stocks in the future with 

reasonable accuracy, which helps them generate higher 

returns on their investments with minimal risk 

involvement. Stock prices are highly volatile and react 

very quickly to changes in the market. Time series 

forecasting is one technique that helps in developing a 

model that can accurately predict such drastic and quick 

changes. In our research, we have made an attempt to 

analyze the time series data of certain stocks from 

Indian stock market (NIFTY), using which we have 

developed a forecasting model to accurately and 

efficiently predict the prices of these stocks in the future.  

 

Index Terms—Stock price prediction, Deep-Learning, 

LSTM, RNN, ARIMA. 

 

I. INTRODUCTION 

The implementations of the stock market and financial 

operations have changed massively due to the digitalization 

of financial activities, internet connectivity and support of 

related softwares. Speculation of stock prices in the future is 

fraught with uncertainties that even industry insiders find 
difficult. Stock market is unpredictable with sudden and 

massive reactions to external and internal factors. Financial 

environment of the country, business situation, along with 

other macroeconomic and microeconomic factors play a role 

in determining stock prices, thereby making the task of 

prediction a challenging one. Deep learning and machine 

learning can provide a solution to these challenges by 

analyzing data from the past and evaluating them in order 

identify pattern and make use of the same to predict future 

prices of the stocks. Quite a few methods function with just 

static data from the past to make future forecasts. While few 
other techniques make use of factors such as price, volume, 

financial ratio, technical factors and the “OHCLV” 

parameters, which are Open, High, Close, Low, & Volume 

respectively; with variation in these factors. Such datasets 

with variety along with algorithms like Support Vector 

Machine (SVM), Logistic Regression, Naïve Bayes and 

Random Forests, the forecast precision or correctness likely 

expected middle from two points a limited value of 45.1% 

to a maximum financial worth of 86.2% only. RMSE, MSE 

and Mean Absolute Error (MAE) exist few influential 

measures secondhand fashionable the judgment of reversion 

located question. The various methods bear an RMSE of 
about 21 and MAE of 4.98 to 16.68 accompanying a 

predictable difference of 3.7%. We bear secondhand the 

S&P 500 stock index for this paper. The NIFTY 50 stock 

exchange index exist used to calculate the stock 

performance of top 50 big crowd of people of differing 

stock exchanges across India. It exist deliberate expected a 

justly close likeness of the stock exchange. Our objective at 
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this moment paper is to forecast the stock prices of the 

various filed party. We have in mind to take live stock 

exchange information in visible form from the APIs, 

develop in mind or physically a model establish ARIMA- 

LSTM for declaration made in advance, and compare the 

accomplishment of two together algorithms. The better 

taking part in a presentation invention will exist used to 

express an outcome in advance future stock exchange 

accomplishment and stock prices. 
 

II. METHODOLOGY: ALGORITHMS 

 

A. ARIMA 

ARIMA stands for “Auto-Regressive Integrated Moving 

Average”. It is an algorithmic model which is precisely used 
in statistics and econometrics for computing and analyzing 

events which take a period of time to occur. This algorithm 

is applied to analyse historical data and forecast data of the 

future, when considering historical data spaced by equal 

time intervals. The data to be analysed is collected at equal 

intervals, can be spaced apart by seconds, minutes, hours, or 

months.  Such as daily temperature at 11 AM, monthly sales 

of a store, etc. This model falls under the kind called Box-

Jenkins Method. 

Two important techniques implemented in prediction of 

time series are univariate and multivariate analysis: 

 Univariate examination and determination utilises the 

historic principles of time series information i.e, the 

data and uses it to calculate the future values 

 Multivariate analysis uses data variables which are 

external along with the time series data. 

ARIMA model analyses historic time series data to predict 

the values data might take in future and may be used for 

prediction of non-seasonal series of numbers exhibiting 

patterns, instead of being random values. For example, sales 

data of a grocery outlet will exhibit characteristics of time 

series since it is data collected over a period of time, at a 
regular frequency. In order to make predictions over 

multiple seasons, the model can be altered to suit our needs. 

When data is collected over different seasons, the data needs 

to be adjusted to account for seasonal variations. 

Additionally, holidays have an impact on data too. Holidays 

may lead to increase or decrease in sales depending on when 

the holiday falls in the calendar. 

The ARIMA model is finding acceptance as a valuable tool 

to make predictions of future such as sales forecasts, 

demand of products or prices of stocks. 

To understand ARIMA, one should analyze the name. The 

“AR” implies auto-regression, which display the model that 
shows a dynamic variable regressing on its own earlier or 

lagged data i.e, values. Which means that it predicts the 

upcoming values based on its own past values. The “I” 

implies integrated, that means it evaluates the difference 

between the static data values and its previous values. 

Lastly, “MA” indicates the moving average, the reliance 

between an observed value and a residual error from a 

moving average model which was applied to earlier 

observations. 

There are three component functions in the ARIMA model: 

 AR (p): describes the time varying process in 

financial data. 

 I (d): shows the difference in the non-seasonal 
observations. 

 MA (q): the size of the moving average window. 

 

An ARIMA model order is symbolically represented as 

(p,d,q). These are values for the order or number of times 

the function occurs in running the model. Values of zero can 

be accepted. 

ARIMA models can be developed using both seasonal and 

non-seasonal data. The seasonal model should consider 

events occurring in each session apart from the 

autoregressive, differencing, and average terms of each 
season. 

ARIMA models can be built using different software tools 

such as Python. Also, it must be ascertained that the process 

is a fit for the model. To do so, the model is built first and 

trained on a train dataset, before using actual data to make 

real forecast of stock prices. 

 

B. Recurrent Neural Network 

RNNs are the only one amongst neural networks with an 

internal memory, which makes them highly powerful and 

suitable for a wide variety of applications. Recurrent neural 

networks have been created in 1980s, which makes them 

relatively old like other deep learning algorithms. However, 

it is in recent years that they’ve seen rampant usage. Drastic 

increment of available computing resources, huge amounts 

of data availability, and advent of long short-term memory 

(LSTM) in 1990s have made application of RNNs 
convenient. RNNs have the potential of recalling important 

inputs by storing them in internal memory and using the 

data for predictions, thereby making predictions accurate. 

This capability makes recurrent neural networks more 

competent in analyzing sequential data and generating 

insights. Thus, they are the most favored algorithm for 

sequential data like time series, speech, text, financial data, 

audio, video, weather and many others. 
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C. Long Short Term Memory 

Long Short Term Memory Network is an advanced variant 

of RNN. It is a sequential network which allows for 

information storage. Long Short Term Memory Network is 

not affected by the vanishing gradient problem of the RNN. 

A recurrent neural network is used for its capability of 
persistent memory. An example of the same can be made of 

our memory, which remembers the previous scene when 

watching a video clip or remember details of previous 

chapters while reading a book. Long Short Term Memory 

Network type RNNs store the earlier information. They 

make use of the same when processing new data. Thus, they 

overcome the weakness of RNN which is not remembering 

long term dependencies due to vanishing gradient. Avoiding 

long-term dependency is one primary use case of Long 

Short Term Memory Networks.  

 

 
 

D. Support Vector Machine 

Support Vector Machine or SVM is a frequently used 

Supervised Learning algorithm. It finds application in both 

Classification and Regression problems, though the former 

experiences more usage in Machine Learning applications. 

SVM algorithm attempts to create the best line or decision 

boundary that can segregate n-dimensional space into 
classes so that new data points can be put in the correct 

category in the future. This decision boundary which fits the 

best for the case is termed as the hyperplane. SVM allows 

the selection of the extreme points/vectors that lets creation 

the hyperplane. These extreme cases are termed as support 

vectors, which has led to the nomenclature of this algorithm. 

The figure displayed below shows two different categories 

that are classified using a decision boundary or hyperplane: 

 

 
 

III. SYSTEM FLOWCHART 

 
IV. CONTRIBUTION 

Min Wen and others applied convolution neural networks 

on a reconstructed time series data. They found 

macroscopic of the information in visible form and 
caught a precision or correctness of nearly 56.14% and 

precision of 55.44% and recall of 74.75% utilizing motif 

extraction. Creighton and others used ARIMA and 

Backpropagation Neural Network (BNN) ahead of the 

S&P 500 and S&P 400 during the daily closing index so 

that it complements the future values. He also used the 

KoNstanz Information MinEr (KNIME) analytics that 

happens to be the best case for predicting an outcome in 

weekly information data. But that happens to be not 

proper for predicting an outcome i.e., data that occurs 

every day. The directional accuracy, MAE, MSE and 
RMSE of this model are: 45.1%, 16.68, 434.121 and 

around 20.836 respectively. 

Hossain and others developed models that are capable of 

producing higher precision or correctness of MAE of 

approximately 0.023, compared to the individual LSTM 

or GRU layers, he created a composite model utilizing 

LSTM and GRU and applied it on S&P 500 data. Shah 

and others distinguished LSTM and Deep Neural 

Network (DNN) utilizing the Bombay Stock Exchange 

(BSE) data to estimate the same. Both the models gave an 
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RMSE of close to 1%. However, for data which required 

predictions every seven days, LSTM was found to be 

more precise. Iyer and others executed an examination 

and determination of miscellaneous models used to 

predict future values of stock and he distinguished the 

accomplishment of the various algorithmic models 

utilizing datasets from NSE, HSI, BSE and TWI. Zhang 

and others developed a forecasting method that could 

classify stocks in various terms like up, down, nil or flat 
depending upon the variation of price; TA- Lib open 

source library was used to gather data. This method 

displayed accuracy of 67.5% and also a SD of 3.7%. It 

proved to be beneficial in forecasting stock prices over a 

longer time period such as 30 to 40 days. 

 

 
 

V. CONCLUSION 

Forecasting how market dynamics will change stock prices 

is a complicated, risk-intensive, and laborious task. Our 
proposal involves a novel ARIMA- LSTM algorithm to 

analyze volatile time series data of stock prices and forecast 

stock prices in the future. Based on the error rate of each 

model, we determine the better efficient one. The present 

work is used to identify trends in the data with the help of 

the techniques and statistics of the time series model using 

ARIMA and LSTM algorithms. As a future scope of this 

project, we can consider how news and current affairs 

impact the stock market performance. We can analyse the 

impact of news on the performance of the ARIMA and 
LSTM model and its impact on the error rate in predictions. 

Further, hybrid models utilizing deep learning techniques 

such as CNN may also be applied to measure the model's 

overall performance.  
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